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Plasma transport and turbulence in the Helimak:
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The Helimak experiment produces a toroidal plasma with a helical magnetic field. A
simulation-experiment comparison of turbulence in this device is presented, focusing on parameter
regimes in which the turbulence is dominated by interchange modes with k;==0. The numerical
simulations are based on a two-dimensional electrostatic two-fluid model that evolves the full radial
profiles of plasma density, the electric potential, and the electron temperature. The simulation results
are compared with the experiment and general agreement is found for the plasma profiles, the
autocorrelation functions, the frequency spectra, the cross-correlation functions, and the probability
density functions. Some quantitative differences between the simulation and experimental data are
also discussed. © 2009 American Institute of Physics. [DOI: 10.1063/1.3212591]

I. INTRODUCTION

The Helimak'? is a basic plasma physics experiment that
produces a toroidal plasma with a helical magnetic field. The
magnetic field lines wind around the symmetry axis of the
torus and terminate on the upper and lower walls of the ves-
sel, in rough analogy to the open field lines of the scrapeoff
layer (SOL) of a tokamak. This magnetic configuration,
sometimes called a “simple magnetized torus” or SMT, at-
tracted significant experimental and theoretical interest,
in part because it bears some similarity to the SOL region
of tokamaks and also because it offers an analytically simple
testbed in which to explore interchange and driftwave
turbulence.

Past theoretical and experimental studies™ suggest the
turbulence in the SMT configuration has two main drivers:
interchange modes with k=0 and driftwave instabilities with
ky# 0. A key factor that controls the relative contributions of
the two modes is thought to be the field line pitch. In the
SMT, the vertical and toroidal magnetic fields combine to
create a helical field with pitch B,/ B,,. One toroidal circuit of
27R thus leads to a vertical displacement of the field lines
given by A=27RB,/B,=L,/N, where R is the major radius,
L, is the total vertical height of the chamber, and N is the
total number of toroidal turns made by a field line as it winds
around the machine from bottom to top. The connection
length, defined as the length of the open field lines, is there-
fore given by L.=L,B,/B,=2wRN. As we will show later,
for the main case of interest here, an argon Helimak plasma
with relatively short connection lengths and N~ 4, the drift-
wave modes are strongly constrained by the longest parallel
wavelengths N~ L. allowed in the system and have maxi-
mum growth rates that are much smaller than those of the
interchange modes (y~c,/ \r’m). This dominance of k;=0
interchangelike fluctuations motivates the field-line-averaged
two-dimensional (2D) numerical model used in this paper. In
the limit of long connection lengths (small B,), on the other
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hand, the experiments, linear theory, as well as preliminary
three-dimensional (3D) simulations all indicate that finite &
modes become important. Future studies of the small B, re-
gime will thus likely require 3D global simulations. The 2D
model used here has simple boundary conditions in the ver-
tical direction: since the fieldlines are displaced vertically by
a distance A after one toroidal circuit, the simulated quanti-
ties, given k=0, should be vertically periodic on this scale.
In the simulations we thus consider a box of vertical height A
with periodic vertical boundary conditions. These boundary
conditions are only approximately correct, since the period-
icity in the real system is eventually broken at the upper and
lower walls of the plasma chamber. This discrepancy, as we
discuss later, may represent one important source of physical
error in the simulations.

A distinctive feature of an open fieldline system such as
the SMT or tokamak SOL is the spontaneous formation of an
equilibrium plasma potential ¢,. This potential arises in the
simulations due to the parallel boundary conditions at the
sheath edge and is ultimately required to prevent the flux of
electric charge from the plasma. For ¢,=0 the outflow of
electrons along the fieldlines to the walls would greatly ex-
ceed that of the ions due to their much larger thermal veloc-
ity. This imbalance would cause the plasma to become
progressively more positively charged, which in turn would
create a progressively larger electric field that would
hold back the electron outflows and accelerate the ion out-
flows. At some point [edy=AT,, in our system4 where
A=In\m;/(27m,) is the sheath parameter] the electric field
becomes sufficient to cause the electron and ion outflows to
be equal and the plasma potential therefore no longer in-
creases. This equilibrium ¢, generates a vertical, sheared
E XB flow Vpxd¢y/dR>xdT,/dR. In the parameter regime
considered here, this flow has only a modest stabilizing im-
pact on the turbulence.* The associated E X B convection of
the perturbations, however, leads to some of the most salient

© 2009 American Institute of Physics

Downloaded 01 Jun 2012 to 128.83.61.166. Redistribution subject to AIP license or copyright; see http://pop.aip.org/about/rights_and_permissions


http://dx.doi.org/10.1063/1.3212591
http://dx.doi.org/10.1063/1.3212591
http://dx.doi.org/10.1063/1.3212591

082510-2 Li et al.

features of the statistical measures discussed in this paper: a
vertical E X B flow Vg, coupled with vertical periodicity on
the A scale, leads to temporal periodicity of the fluctuations
at a given location on the timescale A/ V. This phenomenon
is clearly reflected, for example, by a strong peak in the
frequency spectra near Vz/A.

This paper is organized as follows. In Sec. II, we review
the derivation of the 2D fluid model from the 3D Braginskii
equations. In Sec. III we explore the local linear stability of
the model and calculate the local dispersion relations. In Sec.
IV we describe the nonlinear simulations of the Helimak and
calculate the equilibrium profiles and statistics of turbulence
such as the sheared E X B flow, radial transport flux, fre-
quency spectra, correlation functions, and probability distri-
butions. The final section summarizes our findings.

Il. MODEL EQUATIONS

In the Helimak, the electrons are preferentially heated by
electron-cyclotron and upper-hybrid resonances and the
electron-ion thermal equilibration time is much longer than a
charge-exchange time and particle confinement times (for
parallel loss), thus 7,>T; in the experiment. Typical plasma
parameters for argon discharges are 8~ 107, B~0.1 T,
n~10" ¢cm™3, T;~0.1 eV, and T,~10 eV. The toroidal
chamber is rectangular with a radial extent 0.6 m=R
=1.6 m and a vertical height of L,=2 m. The plasma prop-
erties are measured by a large number of Langmuir probes
located at the top and bottom plates. The probe arrays span
0.7 m=R=1.5 m with spatial resolution of 1 cm. For steep
pitches, the measurements of profiles and fluctuations at
the top and bottom are quite similar. The field strength in
the Helimak is dominated by the vacuum toroidal field
B=ByRy/R and the field line pitch may be varied up to
A=1 m.

The small 8 and 7; values in the experiment lead us to
consider an electrostatic Braginskii numerical model with
T;=0. Neglecting for simplicity the dynamics associated
with neutral particles, we therefore begin with the reduced
equationsz’lof12 for the plasma density n, potential ¢, and
electron temperature 7,:

d,n=—V~ (ane)—nV . VE_VH(’ZV\Ie)’ (1)

V- Ga+ip) + V=0, (2)

3 5 b T
CndT,=Tdn+ 22V x 2 ). VT, 407124V, (3)
2 26\ "B e Vi

where d,=d,+ V-V is the convective derivative, Vy=(b/B)
X V¢ is the E X B velocity, p=nT, is the plasma pressure,
Jja=(b/B) X Vp is the diamagnetic current, V,,=—j,/en is
the electron diamagnetic velocity, j,=(-nm;/ B*)d,V ¢ is the
polarization current, jy=en(V,;—V|,) is the parallel current,
and V|, and V|; are the electron and ion parallel velocities.
The curvature operator is defined as
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and for VX (Bb)=0 with negligible local current density,
VX (b/B)=(bXVB)/B*+(b X x)/B=2(b X K)/B, where
k=(b-V)b is the magnetic curvature. In the presence of mag-
netic curvature, one obtains V-Vy= é‘d) and V.j,= é‘p. Here
the divergence of polarization current is approximated as™*
V-j,=~(-nm;/B*)d,V*¢. For numerical simplicity this ex-
pression neglects some terms associated with the density
variations (the Boussinesq approximation). This approxima-
tion represents another possible source of physical error in
the simulations, particularly at the largest R values where the
relative density fluctuations in the nonlinear state become
large.

We now consider field-aligned coordinates in which* 2 is

the direction along the magnetic field, £=R is the radial di-
rection, and y is perpendicular to both x and Z. For a strong
toroidal field, ¥ is nearly in the vertical (poloidal) direction.
Specializing on the case of interchange modes, we assume
that the density, temperature, and potential are approximately
constant along the field lines in the main plasma. Following
standard sheath theory,13 the ion and electron fluxes at the
ends of open field lines are taken as* [5V,(nV};)dz=nc, and
[6V(nV,)dz=nc, exp(A—ep/T,), respectively, where A
=Iny Mwme) =4.7 is the sheath parameter for argon and
c;=\T,/m; is the sound speed. Integrating Egs. (1)—(3) along
the parallel direction [§edz/L, leads to the field-line-
averaged 2D equations for plasma density n(x,y, ), potential
¢(x,y,1), and electron temperature T,(x,y,1):

A

C A

dn= =P _ nCe— n%exp(A —edlT,), (4)
e c

nm; A Cg

Fd,Vzcﬁ =Cp- enL—[exp(A —edlT,) - 1], (5)

2 (Cp .. 5CT,
dT,==T,| —=-Ch+=
3 en

2 e

2 )
—5T6%[1.71 exp(A — ed/T,) - 0.71]. 6)

For consistency with the Helimak experiment, the magnetic
field direction is b=—%. Thus k=—%/R, C=(2/BR)d,, and
Vi V=(9,¢9,~ 3, $3,)/B.

In the simulations we normalize n to N, B to By, T, and
ed to 7, time to 1y=Ry/c,, and length to p,=c,/();, where
N and 7 are fixed reference values, c¢,= V/Tm,-, and
Q;=eBy/m;. To convert the normalized simulation results
to physical values, we use the following nominal values
of argon discharges in the Helimak:*> 7=10 eV, =5
X 10% m/s, p;=2 cm, Ry=1.1 m, and #,=0.22 ms. To
model the plasma production and heating in the experiment,
source terms S, and Sy are added to the density and tempera-
ture equations. Including the source and diffusion terms, Eqs.
(4)—(6) in normalized form become
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T,
dn= 2n<(9yTe +—dn— &V(ﬁ) +v,Vn
n O )

- o-nw/i exp(A - ¢/T,) + S, (7)

T,
dV’¢p= 232<¢9},Te + fayn) + vV

— o\T[exp(A - ¢/T,) - 1], (8)

4 (7 T, 2 32
d,Tenge EﬁyT6+;ﬁyn—ﬁy¢ —50’ p

X[1.71 exp(A = ¢/T,) = 0.71] + v;VT, + Sz, (9)

where d,=3d,+(Ry/ p,)(d,¢d,— .¢d,)/ B indicates the convec-
tive derivative and o=Ry/L,.. The model Egs. (7)-(9) are
very similar to those used previously to study interchange
dynamics in other systems.4’14716 The normalized diffusion
constants are taken to be v,=v,=1 and v,=0.5. Localized
source profiles with Gaussian shapes are used for density and
temperature in the simulations;4 that is, the shapes of the
sources are given by S,=S5;=5, exp[—(x—x,)>/w?]. The loca-
tion, width, and strength of the effective sources are chosen
so that the simulations approximately reproduce the shape
and magnitude of the profile peaks measured in the experi-
ments. The profiles used are also reasonable representations
of the power absorbed by the combination of the electron
cyclotron resonance and the upper hybrid resonance, which
is effectively broadened by the large density fluctuations."!”
Here the strength and width of the sources are taken to be
Sy=0.1 and w=5, and S, and S are centered at R=1 m and
R=1.1 m, respectively. As noted earlier we consider a radi-
ally global simulation domain R=0.6 m to R=1.6 m with
Dirichelet boundary conditions in the radial direction and a
vertical box size L,=A with periodic boundary conditions in
the y direction. Thus ky=27/A is the lowest k, mode in the
simulation. In the experiment, quantities such as L,*B,
«1/R, ox1/L.*R, and AOCR/BQDOCR2 have significant ra-
dial variation across the chamber. For simplicity in the simu-
lations, however, we evaluate these quantities at the middle
of the vessel R=1.1 m, corresponding to the choices
0=0.04, A=27L,0=05 m, L,=28 m, B,/B,=L,/L,
=0.07, N=L,/A=4, and pks=0.25. This approximation is
convenient in the simulations since A, the vertical box
height, is a constant. As we will discuss later, however, it
represents yet another source of potential physical error in
the simulations.

lll. LINEAR ANALYSIS

In this section we analyze the local linear stability of the
model. Quantities such as the density are expressed as
n=ny+i, where n, and 7 represent background profiles and
perturbations, respectively. It is convenient to introduce
the gradient scale lengths L,=-ny/n(, Ly,=—=T,/T,, and
Ly=—¢y/ ¢y, where primes denote normalized radial
derivatives d/dx, and the frequencies w.=kpc,/L,, ®,
=2k,p,ci/ R=2w.L,/R, and wg=k,Vg, where p.c,=T,)/eB
and Vg=—¢;/B is the background poloidal E X B flow. Here
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we normalize the perturbations 7z, Te, and ¢ to the local
background values ng, T,y, and T,q/e, respectively, and as-
sume the perturbations are proportional to exp(ik,y—iwt),
where w=w,+ivy is complex, w, is the frequency in the labo-
ratory frame, and 1y is the local linear growth rate. Lineariz-
ing Egs. (4)-(6) we find

_ ~ ~ _ o~ O _ 1\~ -~
_wn—w*¢=wK(T+n—¢))—t—[n+(A+E)T—qﬁ],

0

(10)

6k§p§$=wk(f+ﬁ)—to—0-(/\f— #). (1
- T - pw. b= %m(%ﬂ - %)

_%Bﬂ 171(AT- @}, (12)

where w=w—wg is the frequency in the local plasma rest
frame, »=L,/Ly,, 0=R/L., and ty=R/c,. The sheath terms
expl(AT,—e)/T,] in Egs. (4)—(6) have been linearized as

1+AT- ¢, since e¢p= AT, as shown in the nonlinear simu-
lations to be discussed in the next section. For kyp, <1 and
v>w,, Egs. (10)—(12) with =0 gives

ap + w1+ nd=30., (13)

E)kipfc?)z P, (14)

where p is normalized to the background pressure p.
Equations (13) and (14) are the linearized equations for

dp=—(5/3)pC¢ and (nm;/ BYd,V*¢p=Cp and give rise to
the interchange mode

2¢2 10L
—&= C*(l———ﬂ), (15)
RL,\ 3 R

where L,=-po/py=L,/(1+7) is the pressure gradient
scalelength. For sufficiently steep pressure gradients
(L,/R<0.3) in the bad-curvature region, where L,>0,
Eq. (15) gives the interchange growth rate y,= \,Ecx/ v’RL,,.

Figure 1 shows the local dispersion relation obtained
from Egs. (10)-(12) for the parameters relevant to the
simulations. Here L,/R=0.23, n=1, 0=0.04, A=4.7, and
edy=AT,y, with Ly, =L, As shown in Fig. 1(a), the lowest
k, mode allowed in the system pgkp =0.25 corresponds to the
fastest growing instability with a growth rate comparable to
the interchange growth rate y~ . For k,—0, the linear
growth vy is reduced below the interchange growth rate be-
cause of the sheath effects. Figure 1(b) shows the frequency
of the instability in the local plasma rest frame @=w,—wg. In
the laboratory frame, the frequency of the instability is
shifted by the E X B frequency wz. When the background
E X B flow is large, the dispersion relation measured in the
laboratory frame is close to wy=k,V with a linear structure
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FIG. 1. (Color online) Typical normalized growth rate yf, with fy=R/c, and
frequency t, of an interchange instability.

and the phase velocity of the perturbations in the vertical
direction is therefore similar to the background E X B flow.

Although sheath effects introduce a low-k, cutoff in the
interchange mode growth rate, the combination of the sheath
terms and the temperature gradient 7, can also introduce an
instability into the system.18 For our parameters, this insta-
bility seems to be overpowered by the interchange mode.
This has been confirmed by nonlinear simulations of our
model without the magnetic curvature, in which only the
sheath mode and possibly Kelvin—-Helmholtz modes are
present. The resulting mode activity and transport are ex-
tremely weak compared to the levels driven by the inter-
change mode to be discussed in the next section.

As noted earlier, the application of the 2D model used
here requires that driftwave modes are much weaker than
interchange instabilities. The validity of this for our param-
eters can be tested with the dispersion relation of a corre-
sponding 3D model [see Eq. (5) in Ref. 3]. For the
parameters of argon discharge studied here (m,/m;=107,
L,/R=0.23, 7=1, minimum parallel wave number
kyR=mR/L,=0.1, v,itym,/m;~ 107*) the driftwave instabili-
ties driven by resistivity and electron inertia have maximum
growth rates yf,=0.1 at k,p,=1 that are much smaller than
the interchange modes in our system. As a further check, we
also carried out a small number of 3D nonlinear global simu-
lations of the system described here and, in the short connec-
tion length (large vertical field) limit, we find essentially the
same turbulence and transport levels as in the 2D model. On
the other hand, at small vertical fields, deviations from the
2D model appear in both the 3D simulations, linear theory,3
and the experiments, in which (for example) the asymmetries
of profiles measured at the top and bottom of the chamber
become noticeable for lower pitches. Thus the validity of the
2D model may be restricted to the limit that is studied in the
paper (short connection lengths or large vertical fields). The
3D work will be described in detail in a future publication.
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FIG. 2. (Color online) Typical spatial structures of plasma pressure p/ N7
(upper plot) and plasma potential e/ A7 (lower plot).

IV. NONLINEAR REGIME: SIMULATIONS
AND EXPERIMENT

In this section, we compare nonlinear simulations of the
Helimak to the experiments for short connection lengths
L,~20 m. The nonlinear Egs. (7)—(9) are solved with a nu-
merical code developed from the 2D advection-diffusion
solver'*'? that implements the algorithm described in Ref.
20. The simulations are started from small amplitude random
perturbations with uniform backgrounds for all fields. The
source terms in the simulations initially produce steep
plasma profiles that are strongly unstable to interchange
modes. These instabilities produce turbulent cross-field
transport and a relaxation of the average gradients, until
eventually a turbulent, statistically steady state is reached in
which the production of the plasma by the sources is bal-
anced by the parallel losses. The total time of simulation is
t=8000¢, to ensure the convergence of results. Figure 2
shows typical snapshots of the plasma pressure and potential
in the quasisteady, turbulent nonlinear phase. Consistent with
expectations based on linear theory, the lowest k,=k, mode
is the dominant instability. The contours of the plasma po-
tential exhibit large-scale E X B eddies in the bad-curvature
region. Such eddies lead to a radial mixing of plasma, a
flattening of the plasma gradients, and ultimately a saturation
of the unstable modes.

Figure 3 shows the time-averaged profiles of plasma
density ny/ N, electron temperature 7,,/7, and plasma poten-
tial e¢py/ A7. The potential roughly follows the temperature
with ¢y~ AT,, due to the sheath boundary conditions. The
peak of ¢, produces a peak in the flow shear o ¢y, which in
turn leads to a modest steepening of the density profile. The
typical density and temperature profiles in the experiments
are shown in Fig. 4 (¢ is discussed below). The experimental
profiles exhibit a radial offset between the density and tem-
perature profiles that is reproduced in the simulations by the
placement of the density and temperature sources. The ex-
perimental profiles are seen to drop somewhat more steeply
with increasing R than the simulations. In the bad-curvature
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FIG. 3. (Color online) Typical profiles of plasma density ny//N, electron
temperature T,y/7, and plasma potential e,/ A7. Here A=4.7 for argon
discharges.

region, the pressure gradient scalelength L,~0.18 m in the
experiment and L,=13p,~0.26 m in the simulation. Refer-
ence 8 shows that L, in this interchange dominated system is
determined by the expression \E(R/L,,— 10/3)¥?=4R/L,.
For the Helimak device L,/R=?2, this yields Ll,/R%0.22,
which generally agrees with the simulation. The larger pro-
file scalelengths in the simulations may be due to the neglect
of the radial variation of oxR, which in the experiments
leads to a relative strengthening of the parallel losses with
increasing R. This strengthening is due to the reduction in
B, 1/R with R, which in turn increases in the fieldline pitch
and thus the component of the (sonic) parallel flows that are
perpendicular to the walls. The cross-field transport at large
R may also be enhanced relative to the simulations by the
radial increase in A, which allows longer vertical wavelength

— >

1.2

0.81

0.6

0.2r b

FIG. 4. (Color online) Typical experimental profiles of plasma density ny/ N
and electron temperature T,/ 7. Here A'=4 X 10" cm™ and 7=10 eV.
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FIG. 5. (Color online) Typical profiles of equilibrium poloidal E X B flow
Vi/ ¢, in the simulation (solid line) and the measured flow in the experiment
(circles).

instabilities into the system. Neither of these effects are in-
cluded in the simulations, in which radial variation of the
pitch and box size A are neglected.

The plasma potential ¢ in the experiments may be esti-
mated from Langmuir probe measurements of the floating
potential V, as*! ¢~V+AT,/e and is found to be, with
large error bars, qualitatively similar to that in Fig. 3. Alter-
natively, as shown in Fig. 5, one can compare typical profiles
of the poloidal EXB flow Vi/c,=E,/Byc,=—d¢), from the
simulation with the measured flow in the experiment, nor-
malized to the nominal sound speed c,~5X 10° m/s. The
Doppler spectroscopy measurement of the flow is a true av-
erage over the full height of the device; thus the parallel
flows, for example, which are in opposite directions at the
top and bottom of the chamber, average out of the measure-
ments. The experimental velocity data have a large system-
atic uncertainty of about 0.2¢,~ 10° m/s. Despite this, how-
ever, the experimental flows in the downward direction
(negative y) seem to be weaker than the simulations on the
high field side. As a consequence, the slope of the flow pro-
file, which is the E X B shear dV;/dR is weaker in the ex-
periment than in the simulation. The stronger flows in the
simulation may be an artifact of the periodic vertical bound-
ary conditions, which allow a continuous recirculation of the
vertical zonal flows—recirculation that is ultimately inhib-
ited in the experiment by the upper and lower chamber walls.
Global 3D simulations are in progress, which will include
more realistic boundary conditions.

Figure 6 shows the time-averaged profiles of pressure
po=noT,y, normalized to N7, and the flow shear rate
V! Q;=—¢;, normalized to the linear growth rate of inter-
change instability yyfo=V2R/L,~3. As seen in Fig. 6, the
peak shear rate is comparable to the linear growth rate. In
contrast with studies of microturbulence that often find
strong stabilizing effects at such E X B flow levels, our pre-
vious investigations of this system4 found that the back-
ground E X B flow in this system becomes important to the
transport only at a somewhat higher level: V./y,=2. This is
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FIG. 6. (Color online) Typical profiles of plasma pressure po/N7 and
E X B flow shear V/ .

possibly due to the radially global nature of the instabilities
in the present system, which can more effectively reach
across the E X B shear layers.

Figure 7 shows the time-averaged profiles of the
radial particle flux generated by the turbulence, defined as
I‘/Ncs=<r7<9y$>, where é’y$ represents the fluctuating radial
velocity and (---) indicates averages over time and the ver-
tical direction y. The potential fluctuations produce the fluc-
tuations in the vertical electric field Ey=—(7yg7$, which leads to
the fluctuating radial EXB velocity. The mean radial
E X B flow is zero, since (E,)=0. Neglecting the (small) dif-
fusion terms, averaging Eq. (7) over time and the vertical
direction yields

FIG. 7. (Color online) Typical profile of radial particle flux I'/Nec, and the
profile of density source S, (arbitrary units).
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FIG. 8. (Color online) Comparison of experimental data (solid line) and
simulation (dashed line) for the typical autocorrelation function of fluctua-
tions. Here 7,=0.22 ms.

Rydl

—
p dx = TeO (16)

S, — ong\

Equation (16) shows that the plasma source (S,), parallel
losses (o), and the radial transport (I') produced by the
turbulence determine the equilibrium profiles. As seen in
Fig. 7, the outward (positive) flux increases sharply and
reaches a maximum near the source peak, which is centered
at R=1 m with a width of 0.1 m, and decreases slowly there-
after. Parametrizing the turbulent flux in terms of an effective
diffusion coefficient D as F=—Dn(’], we obtain a maximum
value D=0.2p,c, near the peak flux. Reference 8 shows that
the diffusion coefficient of interchange mode in this system
is given by D=0.34\2L,/R(1-10L,/3R)*?c,/ky=0.17p,c,
for L,/R~0.2, which generally agrees with the simulation.

We now turn to a more quantitative study of the density
fluctuations in the turbulent state for short connection lengths
L.~?20 m. For simplicity we focus on the statistical proper-
ties of the turbulence at a typical radial location on the low
field side (R=1.2 m) where the turbulence is strong. In the
experiment the density fluctuations are measured from Lang-
muir probes collecting ion saturation current and the details
of experimental measurements are described in Ref. 2. In the
following we will focus on four common statistical measures
of the fluctuations: the autocorrelation function, the fre-
quency spectrum, the cross-correlation function, and the
probability density function (PDF). All of these measures
show reasonably good agreement between the experiment
and simulation. A range of other radial locations in the bad-
curvature region where dp/dR <0 yield qualitatively similar
results.

Figure 8 shows the experimental and simulation data of
the typical autocorrelation function of the fluctuations, de-
fined as C(7)={(i(¢)ii(t+ 1)/ 02, where () indicates time
average, 7 denotes the time difference, and o?=(7*(t)) is the
mean square value of fluctuations. The oscillation of corre-
lations in Fig. 8 has a dominant frequency f=~0.3/¢,, which
is about the EXB frequency wp/2mw=Vy/A=0.4/t, with
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FIG. 9. (Color online) Comparison of experimental data (solid line) and
simulation (dashed line) for the typical power spectrum of fluctuations. Here
1/ty=45 kHz.

Ve=0.2¢, at R=1.2 m. Thus, the oscillation frequency of
the correlation functions are very close to the frequency of
the dominant k,=k, instability in the laboratory frame. For
oscillating autocorrelations like those of Fig. 8, one has to
make some estimate of the envelope of the oscillation to
infer the decorrelation time (~1/¢ decay time). In Fig. 8, the
first negative maximum at 7==1.5¢,=~0.3 ms happens at a
value ~1/e and thus seems a good estimate of the decorre-
lation time.

Figure 9 shows the experimental and simulation data of
a typical power spectral density function of fluctuations. This
function is defined as {|(f)[*)/ o?Af, where (:--) indicates
ensemble average, 7(f) represents the Fourier transform of
ii(t), the total power o2 equals the sum of |(f)|> over all
frequencies, and Af is the frequency resolution. As seen in
Fig. 9, the observed power spectrum has a narrow peak at
low frequencies and becomes broad at high frequencies. The
slow decay of the power spectra at high frequencies may be
approximated by 1/f. The broad, continuous frequency spec-
trum is a common feature of random fluctuations.”> Com-
parison of Figs. 9 and 8 indicates that the peak location of
the power spectrum f=0.3/f,= 1.4 kHz corresponds to the
oscillation frequency of the correlation function, consistent
with the Wiener—Khintchin theorem.” In Fig. 9 a key differ-
ence between the frequency spectra is a relative lack of fluc-
tuation power in the simulation at the low frequencies that
are just below the peak value. Consequently, the spectral
peak is narrower in the simulation than in the experiment.

Figure 10 shows the experimental and simulation data of
the typical cross-correlation function in the vertical direction,
defined as® C(Ay,7)=(ii(y+Ay,Ni(y,i+7))/ o2, where {-+*)
indicates time average and Ay is the vertical distance be-
tween the two signals. As seen in Fig. 10, the peak correla-
tion amplitude is about 0.5 for the vertical distance
Ay=5p,~10 cm and has a negative time shift A7~0.5¢,
~(.1 ms with respect to 7=0. This indicates that the propa-
gation of the instability measured in the laboratory frame is
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FIG. 10. (Color online) Comparison of experimental data (solid line) and
simulation (dashed line) for the typical cross-correlation function in the
vertical direction. Here 7,=0.22 ms.

upward (in the positive y direction) and the propagation ve-
locity Ay/A7~0.2c,~10° m/s, which is about the local
E X B velocity shown in Fig. 5 at R=1.2 m. Thus, the back-
ground E X B flow convects the interchange instability in the
vertical direction.

The correlation functions in the radial direction have
also been calculated. Measuring the decay of the peak corre-
lation amplitude as a function of radial separation distance,
we find that the radial correlation length (~1/e decay
length) \,=4p,~8 cm, similar to the value observed in the
experiment.2 The analysis of Ref. 4 predicts that the radial
extent of interchange mode in this system is given by
VL, ky=Tp, for L,=13p, and kyp,=0.25, which generally
agrees with the radial correlation length in the simulation.

Figure 11 shows the experimental and simulation data of
the typical PDF of the fluctuations, defined as P;=N;/Nh,
where j is the bin number, N; is the count number in the jth

0.7
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FIG. 11. (Color online) Comparison of experimental data (solid line) and
simulation (dashed line) for the typical PDF of fluctuations.
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bin, 4 is the bin width, and N is the total number of data
points. The fluctuation 7(¢) here is normalized by its standard
deviation o. The skewed distributions indicate that over a
long period of time the low density events below the mean
are predominant and the transport of high density plasma is
intermittent. The calculations of the PDF at different radial
positions show that the probability distributions are almost
invariant on the low field side with similar non-Gaussian
shapes. This indicates that the statistics of the fluctuations is
nearly homogeneous in this region.

An apparent difference between the simulations and ex-
periments not highlighted by the previous statistical mea-
sures concerns the fractional fluctuation levels, defined as the
ratio of the standard deviation o of a given quantity to its
mean value. In the experiment, the ion saturation current
IsatOCn\r’E is directly measured by Langmuir probes21 and

yields Eat/ I,,~0.4 on the low field side. The corresponding
deviations of n\T, in the simulations are about a factor of 3
smaller (0.14). The disagreement of fluctuation levels be-
tween experiment and simulation is also observed
elsewhere.” In the simulations, other fluctuation levels on the

low field side are i7/ny~0.1, f‘e/TeOva.OS, and ¢/ ¢p~0.1.

In general, the relative levels 77/n, and i,/ T, increase with
R and approach order unity values in the far edge (large R)
region where the background values n, and T,, are small.
Since these background edge values are smaller in the ex-
periments than in the simulations, as discussed earlier, this
may account for the apparently larger relative fluctuation lev-
els in the experiments. In addition, in contrast with the ex-
periments, the modes with longer vertical wavelengths k
<2/ A are strictly excluded in the simulations by the peri-
odic boundary conditions. These longer-wavelength modes
may also contribute to the quantitative differences between
the simulation and experimental data.

V. CONCLUSION

In summary, we have studied the plasma transport and
turbulence in the Helimak using a 2D fluid model that de-
scribes interchangelike fluctuations in a plasma with <1
and
T;<T,. The electrostatic two-fluid model evolves the full
radial profiles of the plasma density, plasma potential, and
electron temperature. The simulations include the E X B con-
vection, magnetic curvature, plasma sources, and parallel
losses and are found to be in good agreement with the ana-
lytic scalings obtained in Ref. 8. Focusing on the short con-
nection length regime in an argon plasma, we find that the
simulations capture many of the key features of experimental
observations in the Helimak. An equilibrium plasma poten-
tial that produces sheared E X B flows is generated by sheath
effects at the ends of open field lines. The comparisons of
correlation functions and frequency spectra indicate that the

Phys. Plasmas 16, 082510 (2009)

toroidal return of the helical field lines introduces vertical
periodicity on the A=27RB,/B,, scale, as one would expect
for k;==0 fluctuations, and that the background E X B flow
convects the interchangelike fluctuations in the vertical di-
rection, as observed in the simulations. The power spectra of
the fluctuations falloff like 1/f at higher frequency. The com-
parisons of the PDF show that the skewed probability distri-
butions on the low field side reflect the intermittent character
of plasma transport.
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